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1   Introduction 

Prosodic structure largely reflects syntactic structure, but there are also mismatches 

between the two. There is rich literature and debate on syntax-prosody 

correspondence (e.g., edge-based theory Selkirk 1986, 1995; Align and Wrap 

constraints Truckenbrodt 1995, 1999; Match Theory Selkirk 2009, 2011, Elfner 

2012, 2015, Bennett et al. 2016, Ito & Mester 2013, 2015; embedding-based 

mapping Wagner 2010), but it has largely focused on pronounced syntactic 

structure. The prosodic literature that does discuss unpronounced material often 

assumes that it does not affect prosody at all (e.g. Chen 1987, Lin 1994, 

Truckenbrodt 1999, Elfner 2012, Hamlaoui & Szendrői 2015, 2017).  

If we apply this assumption to ellipsis, a paradigmatic type of silence, then we’d 

expect elided material to not affect prosody. This seems like a reasonable 

assumption because elided material has no phonological content. But prosodic 

effects include not only prominence effects on pronounced material, but also effects 

on prosodic boundaries around (pronounced or potentially unpronounced) material. 

This paper presents an experimental production study of the prosodic effects of 

ellipsis through an investigation of its boundary effects. I study the prosody of 

ellipsis in a domain with already close syntax-prosody correspondence–English 

coordination. Downing (1970), Wagner (2005, 2010) and others observed that 

coordinated clauses are followed by a larger prosodic boundary than coordinated 

DPs. For example, (1) involves syntactic coordination of two clauses, and (2) 

coordination of DPs. This syntactic difference is realized prosodically: there is a 

larger prosodic boundary between restaurant and and in (1) than in (2). 

 

(1)   Clausal coordination 

   She went to the restaurant and she went there at midnight. 

(2)   DP-coordination 

   She went to the restaurant and the giftshop. 

 

I take advantage of this insight, and ask what happens if I put ellipsis in (1) (elided 

material is struckthrough), as in (3). 

 

(3)   Clausal coordination with ellipsis 

   She went to the restaurant and she went there at midnight. 

 

Is the prosodic difference between the fully overt structures (1) and (2) still present 

when one of them contains ellipsis? If we call the difference in the boundary size 



 

between (1) and (2) Δ1, and the boundary difference between (3) and (2) Δ2, then 

how does Δ2 compare with Δ1? 

If elided material has no prosodic representation, because there is less overt 

structure in (3), we may expect the boundary to be smaller in (3) than in (1), and 

thus Δ2 to be smaller than Δ1. If on the other hand elided material has prosodic 

representation just like pronounced material, then Δ1 should be roughly equal to Δ2. 

Furthermore, the prosodic investigations of (1)–(3) also sheds light on the 

syntactic representation of ellipsis. Let us follow the standard assumption in the 

literature that syntax affects prosody, and the prosodic difference Δ1 between (1) 

and (2) is due to a difference between their syntactic structures. If Δ2 is comparable 

to Δ1, then this suggests that there is also a syntactic difference between (3) and (2), 

even though part of that syntactic structure has been silenced by ellipsis in (3). This 

suggests that elided material has syntactic representation, despite being silent.  

The rest of this paper presents an experimental study whose results support the 

presence of elided material in syntax and prosody. Section 2 lays out the key 

assumptions of this study. Section 3 presents opposing views on how elided 

material is represented syntactically and prosodically, and section 4 presents the 

logic of the experimental design to test the predictions of those opposing views. 

Section 5 presents the methods of the production study, section 6 its results and 

section 7 the discussion of the results. Section 8 discusses possible alternative 

explanations for the results and empirical challenges to them, which includes a 

follow-up experiment. Section 9 concludes the paper. 

 

 

2   Key assumptions 

This section lays out the key assumptions on which the current study is based. 

Theories on syntax-prosody mapping differ in how much match and mismatch there 

are between syntactic structure and prosodic structure, and in particular whether the 

prosodic structure can replicate the recursivity of syntactic structure. Some theories 

(e.g., Elfner 2012, 2015 and Wagner 2010) claim that it can by positing that a 

syntactic phrase that dominates another syntactic phrase corresponds to a stronger 

prosodic phrase than the embedded phrase. Other theories (e.g., Selkirk 1986) claim 

that prosodic structure is much flatter than syntactic structure in lacking recursivity. 

This paper follows the former type of theories because there is independent 

evidence suggesting that the prosodic structure can indeed be recursive (e.g. Ladd 

1986, 1988; Kubozono 1989, 1992; Féry & Truckenbrodt 2005; Ito & Mester 2007, 

2010, 2012, 2013; Selkirk 2009, 2011;Wagner 2005, 2010; Elfner 2015), and also 

the former type of theories can easily account for the observed prosodic difference 

between (1) and (2). In (1) she went to the restaurant dominates the restaurant, and 

therefore corresponds to a strong prosodic phrase. In contrast, in (2) she went to the 

restaurant does not form a constituent. The restaurant in (2) is a DP that dominates 

fewer syntactic phrases than she went to the restaurant in (1), and therefore should 

correspond to a weaker prosodic phrase than she went to the restaurant in (1). 



 

For concreteness, I illustrate how the prosodic contrast between (1) and (2) can 

be captured by a specific mapping theory–Elfner’s (2015) version of Match Theory. 

I will introduce the relevant components of Match Theory, and propose an auxiliary 

assumption that is necessary for independent reasons. These components together 

can capture the observed prosodic difference between (1) and (2).  

 

2.1   Assumptions about syntax-prosody mapping 

Elfner’s version of Match Theory posits that prosodic structure replicates the 

dominance relations in the syntactic structure, where a syntactic maximal 

projection (XP) is mapped to a phonological phrase (φ), and a syntactic head (X0) 

is mapped to a prosodic word (ω). But not all syntactic constituents are mapped 

onto prosody. An assumption crucial to the literature on syntax-prosody mapping 

is that silent material (e.g., phonologically empty heads and their projections, and 

movement traces) is not mapped onto prosody, based on evidence from Chichewa 

(Truckenbrodt 1999) and Xiamen Chinese (Chen 1987; Lin 1994), etc. 

Following these principles, (1) and (2) have the following prosodic structures.1 

I map pronouns and prepositions to clitics (C) to represent the fact that they are 

prosodically weak, but exactly how they are mapped does not matter to us here 

because the strings under comparison (i.e., the strings up to restaurant) are string-

identical: they have pronouns and prepositions in the same positions. 

 

Figure 1: Prosodic structure for (1). 

 

1 Match Theory was actually based on Optimality Theory, a framework in which mapping 

principles may not be followed if there are higher-ranked constraints. Based on empirical 

observations, I assume that at least in English coordination, the mapping principles are ranked highly 

enough that they are always followed, and thus omit the OT ranking exercises for simplicity. 



 

 

Figure 2: Prosodic structure for (2). 

 

2.2   Auxiliary assumption about the phonetic effects of prosodic structure 

These abstract prosodic structures have phonetic effects that we can hear. We thus 

need a theory that connects the prosodic structure to phonetic effects in prominence 

and phrasing, such as effects in duration, pitch and intensity. In the tradition of 

Match Theory, there have been many proposals that connect the prosodic structure 

to categorical phonological processes such as the presence or absence of a segment 

or a tone, or the occurrence or blocking of sound change, but to my knowledge no 

proposal in Match Theory has explicitly connected the prosodic structure to 

gradient phonetic effects such as the degree of lengthening of a segment. 

In order to capture gradient phonetic effects, I add the following assumption to 

Match Theory: the more levels a node dominates in the prosodic structure, the 

phonetically “stronger” this node is. Phonetic “strength” can be reflected by 

phonetic effects at the left and right edges of this node, such as domain-final 

lengthening. By this assumption, a φ must be phonetically stronger than its daughter 

φ’ because the mother φ dominates one more level of φ than the daughter.  

Having introduced Match Theory and the auxiliary assumption about mapping 

from prosodic structure to gradient durational effects, let us apply this framework 

to (1) and (2). For our purposes, I will focus on the highest φs in which the word 

restaurant is final, which is she went to the restaurant in (1) and the restaurant in 

(2). The right boundaries of these φs are marked in bold in Figure 1 and Figure 2 

respectively. The φ she went to the restaurant in (1) dominates four levels of φ, 

while the φ the restaurant in (2) dominates one level. The strength of a phrase is 

reflected by lengthening effects: as Wightman et al. (1992) showed, the final rime 

of a word is lengthened before a phrase boundary, and the stronger / larger this 

boundary, the longer the rime. Because the word restaurant in (1) is followed by a 

stronger phrase boundary than in (2), we would thus expect the last rime of 

restaurant in (1) to be longer than that in (2). 



 

Having shown how Match Theory along with my auxiliary assumption can 

capture the prosodic difference between (1) and (2), I now present the main research 

question–that is, whether elided material has prosodic representation.  

 

 

3   Syntactic and prosodic representation of ellipsis 

To answer this question, I put ellipsis in (1) and turn it into (3). (3) may be strange 

out of the blue, but it can be the fragment answer to the question in (4A). Assuming 

that answers to questions denote propositions (e.g., (4B1)), fragment answers are 

those that nevertheless appear as a part of a proposition (e.g., (4B2)). 

 

(4)   A: Where did Loretta go? 

   B1: She went to the restaurant. 

   B2: The restaurant. 

 

A common analysis of fragment answers posits that they are still a full clause, but 

with clausal ellipsis (e.g., Merchant 2004). According to this analysis, (3) involves 

movement of the restaurant, the phrase that survives ellipsis (the remnant), to a 

higher position (e.g., Spec, CP), plus deletion of the clause she went to trace.2 

 

(5)   [CP [The restaurant]i she went to ti] and she went there at midnight. 

 

The prosodic structure for (5) depends on two factors: (a) how elided material is 

represented syntactically; and (b) how elided material is represented prosodically.  

There are mainly two approaches to the syntactic representation of ellipsis. 

Some argue that it is fully present in narrow syntax but later deleted at PF (e.g., 

Johnson 2001; Merchant 2001, 2004; van Craenenbroeck 2010). Others argue that 

elided material is not fully present in syntax by assuming that elided material is 

copied at LF (Chung et al. 1995), is partially present in syntax as a pronoun (e.g. 

Landau 2021), or has an enriched meaning by a discourse rule (Groenendijk & 

Stokhof 1984; Ginzburg & Sag 2000; Jacobson 2016).  

If the first approach is right that elided material is fully present in syntax, then 

we can further ask how it is mapped onto prosody. There are two possibilities: (a) 

it is not represented in prosody at all like other phonologically empty material, 

leading to the prosodic structure in Figure 3, where the relevant φ (in bold) 

dominates a single level of φ; or (b) it is represented in prosody despite having no 

 

2 Not all syntactic analyses of fragment answers posit movement. For example, Griffiths (2019) 

claims that the remnants of ellipsis stay in-situ, and ellipsis deletes the rest of the material: 

 
 (i) In-situ syntactic analysis of (4B2) 

[TP She went to the restaurant]. 

 

I do not discuss this analysis in detail because for our purposes it leads to the same results as an 

analysis that posits movement. 



 

phonological content, leading to Figure 4, where the relevant φ dominates two 

levels of φ. Approaches that assume elided material is not fully present in syntax in 

the first place would predict the prosodic structure in Figure 3, and the question of 

prosodic representation of ellipsis is mute. 

 

 

Figure 3: Prosodic structure for (5), if elided material is not represented in syntax or prosody. 

 

 

Figure 4: Prosodic structure for (5), if elided material is represented in syntax and prosody. 

 

 

4   Design to test the research question 

I test the prosody of (5) by putting it into the paradigm introduced in section 1. 

First, I compare the prosodic difference between sentences with fully overt 

structures (Control Condition; (6A1&2)). To make sure the difference between the 

sentences is minimal, I make (6A1&2) answers to the question (6Q). To control for 

the total number of syllables, there is ellipsis in the second conjunct in (6A1), but 

that does not matter to us here because I focus on the prosodic boundary following 

the first conjunct (i.e. the boundary following restaurant). 



 

 

(6)   a. Control Condition; Clausal Conjuncts 

    Q: Where did Loretta go? 

    A1: [She went to the restaurant] and [at midnight]. 

   b. Control Condition; DP Conjuncts 

    A2: She went to [the restaurant] and [the giftshop]. 

 

I expect a significantly larger prosodic boundary following restaurant in (6A1) than 

in (6A2), and call that prosodic difference Δ1. I then compare Δ1 with the prosodic 

difference Δ2 between a sentence that contains ellipsis (7A1) and one that doesn’t 

(7A2) (Critical Condition). (7A1&2) differ in the location of ellipsis: there is 

ellipsis inside the first conjunct in (7A1) but outside the first conjunct in (7A2).  

 

(7)   a. Critical Condition; Clausal Conjuncts  

    Q: Where did Loretta go? 

    A1: [She went to the restaurant] and [at midnight]. 

   b. Critical Condition; DP Conjuncts 

    A2: She went to [the restaurant] and [the giftshop]. 

 

If Δ2 is not significantly different from Δ1, then it suggests that elided material is 

represented fully in syntax, and then mapped onto prosody. If Δ2 is smaller than Δ1, 

then it suggests that either elided material is not fully represented in syntax, or it 

has syntactic representation, but is not mapped onto prosody.  

 

 

5   Methods 

 

5.1   Materials 

The materials consisted of 20 target sentences (2 conditions x 2 coordination types 

x 5 sets), with (6A1&2) and (7A1&2) exemplifying a set. The two conditions were 

Critical and Control, and the two coordination types were clausal and DP. To elicit 

the intended information structure, each target sentence was shown to the subjects 

along with a leading context sentence and a wh-question in the target sentence. For 

example, for (7A1), the following materials were presented to the speaker. Every 

set of items had the same context and question.  

 

(8)   Context: Loretta has disappeared. 

   Question: Where did Loretta go? 

   Answer: The restaurant and at midnight. 

 

The speaker was to read the context silently, and say the question and the answer 

in the given order. There were 88 filler items, some of which contained a context, 

a question and an answer, and others lacked a context. 

 



 

5.2   Participants 

I conducted a production study with six native speakers of North American English, 

who were all graduate students at MIT. They were remunerated a small sum for 

their time, and granted their written consent to being tested. 

 

5.3   Data collection 

Due to the pandemic, participants did the recording at their own homes following 

step-by-step instructions on how to set up the recording environment. They looked 

for a place at home with the least reverberation possible (e.g., a place with a lot of 

soft furniture), and sat in front of a computer that displayed one context-question-

answer trio at a time in a pseudo-randomized order. Participants were given 

instructions about the task at the beginning of the experiment, and were encouraged 

to act out the dialogues naturally rather than reading mechanically. 

 

5.4   Data analysis 

Two research assistants labeled in Praat the last rime of the word immediately 

before the prosodic boundary (e.g., for (7) & (6), ant of restaurant) and the pause 

after that word (e.g., the pause following restaurant), if there is such a pause. Their 

annotations for the same segment differed by 13.7ms on average, and my data 

analysis was based on the more seasoned annotator’s work.  

I fitted 2 linear mixed effects models, with the duration of the last rime and the 

duration of the pause as the dependent variable in each model, and coordination 

(clausal vs. DP) and condition (Critical vs. Control) as fixed effects. The models 

included random intercepts and slopes by speaker and item group where those 

effects didn’t result in a singular fit. 

 

5.5   Predictions 

I expect to replicate the experimental findings by Downing (1970), Wagner (2005, 

2010) and others with a significant prosodic difference between coordination types 

in the Control Condition Δ1, which would be realized as a longer rime and pause 

for clausal coordination (6A1) than for DP-coordination (6A2). 

The question is whether there is also a significant prosodic difference within 

the Critical Condition, and if so, how that difference Δ2 compares with the 

difference within the Control Condition Δ1. If there is no significant difference in 

the Critical Condition (Figure 5), then elided material may not be present in the 

prosodic structure, and ellipsis does not affect prosody. 

 



 

 

Figure 5: Predicted data if elided material is not present in the prosodic structure. 

 

If there is a significant prosodic difference between coordination types within the 

Critical Condition, where the rime and the pause are both significantly longer for 

clausal coordination (7A1) than for DP-coordination (7A2), then we can further ask 

what is the reason for this difference by comparing it with the difference in the 

Control Condition. If the difference within the Critical Condition Δ2 is comparable 

to (i.e., not significantly different from) that of the Control Condition Δ1 (i.e., the 

slopes from the two conditions are not significantly different; roughly parallel lines 

in Figure 6), then this suggests that elided material is present prosodically.  

 

 

Figure 6: Predicted data if elided material is present in the prosodic structure. 

 

 

6   Results 

Within the Control Condition, the final rime before and is on average 77.4 ms 

longer in clausal coordination than in DP coordination (p < 0.001; Figure 7), and 

the pause before and is on average 101.8 ms longer in clausal coordination than in 

DP coordination (p < 0.01; Figure 8). This is expected and consistent with previous 

findings that different syntactic structures correspond to different prosodic 

realizations in coordination (e.g., Wagner 2005, 2010). 
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Figure 7: Duration of the final rime before and. Figure 8: Duration of the pause before and. 

 

Within the Critical Condition, the final rime before and is on average 55.8 ms 

longer in clausal coordination than in DP coordination (p < 0.001), and the pause 

before and is on average 146.9 ms longer in clausal coordination than in DP 

coordination (p < 0.01). This suggests that the prosodic boundary following that 

rime is larger in clausal coordination than in DP coordination, even though that 

difference has been obscured by ellipsis on the surface.  

Finally, there is no significance in the interaction between coordination type 

and condition type–the differences in rime duration and pause duration within the 

Critical Condition are not significantly different from those within the Control 

Condition (i.e., no difference between the differences Δ1 and Δ2), suggesting that 

the reason for the prosodic difference within the Critical Condition was underlying 

syntax. This is expected if elided material is fully present in the prosodic structure.  

 

 

7   Discussion 

Within the Critical Condition, phrases that contain elided material have larger 

boundaries than phrases that do not contain any elided material, even though these 

phrases have the same surface structure. Furthermore, the fact that there is no 

significant difference between the differences Δ1 and Δ2 suggests that the source of 

the prosodic difference within the Critical Condition is syntactic–clausal 

coordination vs. DP-coordination. This shows that prosody is sensitive to structural 

differences, whether or not the underlying structure contains elided material. This 

is expected if elided material is present in prosody. 

 

 

8   Possible alternative explanations 

Sentences (6A1) & (7A1) on the one hand and (6A2) & (7A2) on the other hand 

differ not only in coordination size, but also in two other factors: what I call focus 
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and going-beyond-the-question. Because the leading question is a where-question 

for all of them, (6A1) & (7A1) not only answer that question, but they go beyond 

by providing additional information on when she went to the restaurant. In contrast, 

(6A2) & (7A2) only answer the where-question and nothing more. Also, because 

of the way the question-answer pair was set up, (6A1) & (7A1) put double focus 

on the restaurant and at midnight, while (6A2) & (7A2) put a single focus on the 

restaurant and the giftshop. Thus, we might interpret the experimental results 

differently, and say that they do not tell us anything about the prosodic effect of 

ellipsis because the results are completely due to the prosodic effect of focus or 

going-beyond-the-question. To be concrete, suppose the alternative hypotheses are 

(a) information that goes beyond the question is preceded by a stronger prosodic 

boundary than information that does not go beyond the question; and (b) focused 

material is surrounded by a stronger prosodic boundary than unfocused material.3 I 

will present two empirical challenges to these alternative hypotheses in the next 

two subsections. First, they have difficulty accounting for the experimental results 

of this experiment. Second, they are excluded by additional data. 

 

8.1   Empirical challenge 1 for the alternatives 

To understand why the alternative hypotheses fail to account for the results of this 

experiment, let me spell them out more clearly. These alternative hypotheses posit 

that the effects found in this experiment are not due to the presence of silent 

structure in one sentence of the Critical Condition (7A1) but absence of silent 

structure in the other sentence (7A2). Whether there is ellipsis in (7A1) does not 

matter to prosody because prosodic structure only depends on overt material, and 

elided material is ignored by the mapping process. The reason for the observed 

differences is solely the difference in going-beyond-the-question or focus. 

While the alternative hypotheses may be able to account for the significant 

difference within the Critical Condition, they cannot account for the crucial result 

here, which is the lack of difference between the difference in the Critical Condition 

Δ2 and that of the Control Condition Δ1.  

It has already been demonstrated experimentally by Wagner (2005, 2010) that 

coordination size affects prosody: clausal coordination is mapped onto larger 

phonological phrases than DP-coordination. This effect is confirmed by this 

experiment, and realized as the significant difference within the Control Condition. 

Following the alternative hypotheses that prosody ignores silent structure, because 

on the surface, (7A1&2) have the same coordination size, we should expect the 

prosodic effect due to coordination size to be zero in the Critical Condition, in 

contrast to a statistically significant effect in the Control Condition. Assuming that 

 

3 A variant of the going-beyond-the-question hypothesis might also claim that there is a 

surprising effect created by the second conjunct at midnight because it may be surprising to go to 

the restaurant at midnight, and perhaps the speaker would pause before it to highlight the surprise. 

We could address this by replacing this adverb with a mundane one like on Saturday, and the 

prosodic differences are still present by informal observation. 



 

the prosodic effects due to going-beyond-the-question or focus for the Critical 

Condition are the same as the Control Condition, then the alternative hypotheses 

would predict a smaller prosodic difference within the Critical Condition than the 

difference within the Control Condition, contrary to the results of this experiment. 

 

8.2   Empirical challenge 2 for the alternatives: Follow-up experiment 

Not only do the alternative hypotheses fail to account for the results of this 

experiment, but they also fail to account for results of a follow-up experiment, 

where I made all the questions double wh-questions to address the objections raised 

by the alternative hypotheses: 

 

(9)    Context: Loretta went on a road trip. 

   a. Critical Condition; Clausal Conjuncts  

    Q: Where did Loretta go and when? 

    A1: McDonald's and on Sunday.  

    A2: She went to McDonald's and on Sunday. 

   b. Critical Condition; DP Conjuncts 

    Q: Which restaurant and which giftshop did Loretta go to? 

    A1: McDonald's and Walt Disney. 

    A2: She went to McDonald's and Walt Disney. 

 

Now all the target sentences just answer the question, and do not go beyond it. Also, 

in the target sentences, each conjunct bears its own focus. Holding constant the 

question-answer relationship and the focus structure across conditions, if the results 

across conditions are the same as what we saw with the previous experiment (i.e., 

there is still a significant difference in the Critical Condition, and that difference 

does not differ significantly from the difference in the Control Condition), then we 

can attribute them to the effect of ellipsis (i.e., we can say that there is a significant 

difference in the Critical Condition because elided material is present in the 

prosodic structure; there is no difference between differences because the elided 

material is mapped onto the prosodic structure, just like overt material is). 

 

8.2.1   Methods 

I conducted a production study with five sets of items (which were modified version 

of the items in the previous experiment) and three native speakers. The methods of 

the follow-up study were identical to those of the previous experiment with two 

exceptions. First, since the pandemic was over, recording took place in a sound-

attenuated booth in the Linguistics Department of MIT instead of at participants’ 

homes. Second, there were two durational measures: (a) the duration of the last 

rime; and (b) the sum of the duration of the last rime and the duration of the pause. 

I chose the sum duration rather than the pause duration as the second measure 

because a model with the pause duration as the dependent variable always resulted 

in a singular fit, no matter how much I simplified the random effect structure, and 



 

therefore I do not consider its results. Because each duration is correlated with the 

strength of the boundary of interest, their sum should also be correlated. 

 

8.2.2   Results 

Within the Critical Condition, the final rime before and is on average 14.7 ms 

longer in clausal coordination than in DP coordination (p < 0.01; Figure 9), and the 

sum of the rime duration and the pause duration is on average 22.8 ms longer in 

clausal coordination than in DP coordination (p < 0.05; Figure 10). There is no 

significance in the interaction between coordination type and condition for either 

the duration of the rime or the sum of the rime duration and the pause duration.  

 

  

Figure 9: Duration of the final rime before 

and. 
Figure 10: Duration of the final rime plus the 

pause before and. 

 

8.2.3   Discussion 

Holding constant the information structure across all conditions, there is still a 

significant prosodic difference within the Critical Condition, which suggests that 

the reason for this prosodic difference is the different underlying syntactic 

structures. This is further supported by the lack of interaction, which suggests that 

the different syntactic structures led to the different prosodic realizations in both 

the Critical Condition and the Control Condition. This is exactly the prediction if 

elided material is fully present in the prosodic structure just like overt material. 

 

 

9   Conclusion 

This paper has argued with experimental results that elided material affects 

prosody, despite being silent. Elided material may be mapped onto the prosodic 

structure, and surrounded by prosodic boundaries just like pronounced material.  
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Following a derivational view of the syntax-prosody mapping, the findings 

suggest that elided material must be present in the syntactic structure to begin with. 

Phonological deletion of this material takes place after the creation of prosodic 

boundaries, so that at the point of prosodification, elided material is still present.  

If previous findings were correct that other silent material does not have 

prosodic representation (e.g., Chen 1987; Lin 1994; Truckenbrodt 1999), then my 

result here suggests a dichotomy of silence, with elided material having prosodic 

representation on the one hand, and null heads and their projections (and perhaps 

traces) not having prosodic representation on the other. 

Let us follow a derivational view of the syntax-morphology prosody branch of 

the generative model, and assume that prosodic structure is created at one point of 

the derivations, and cannot be modified at a later derivation. Then my findings are 

compatible with the following order of operations: Vocabulary Insertion precedes 

prosodification, which then precedes deletion of elided material, so that prosody 

knows which heads are silent and should be ignored, and at the point of 

prosodification, elided material has not been fully deleted yet. 
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